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Digital footprint of modern society

B2CBracims Startups Using Big Data
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Standards Development Organisations
(SDOs)

e.g. ETSCENCENELEC, ISO, IEC, W3CT AdIEEE

A Slice of the Standards World
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The role of Engineering Standards
Technical interoperability standards

Compatibility standards ifoT

IEEE 802.15.4
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Table 1 — The mission and key members of major Consortia for Big Data

standardization

SDO/Consortinm Interests area on standardization Main deliverables
ISO/IEC)TC1/3C 32 |Data management and interchange, includ- |e-Business standards, includ-
ing databasze languages, multimedia object |ing role negotiation; metadata
management, metadata management, and |repositories, model specification,
e-Business. metamodel definitions; SQL; and
object libraries and application
packages built on (using) SQL.
ISQ/IECJTC 1/5C 38 |Standardization for interoperable Distrib- |Cloud Data Management Inter-
uted Application Platform and Services faces, Open Virtualization
including Web Services, Service Oriented  |Format, Web Services Interoper-
Architecture (504), and Cloud Computing | ability
ITU-TS5G13 Cloud computing for Big Data Cloud computing based big data
requirements, capabilities, and
U5E CASES.
wac Web and Semantic related standards for Multiple standards including

markup, structure, query, semantics, and
interchange.

ontology specification standards,
data markup, qUery, access con-
trol, and interchange.

Open Geespatial Con-

sortium

Geospatial related standards for the spec-
ification, structure, query, and processing
of lecation related data.

Multiple standards related to the
encoding, precessing. query, and
access control of geospatial data.

Oreganization for
the Advancement of
Structured Informa-
tion Standards

[nformation access and exchange.

A set of protocols for interacting
with srrl.u:tured da.ta curment such
as GDa.ta.{

standards for security, Cloud
computing, S04, Web services,
the Smart Grid, electronic pub-
lishing, emergency management,
and other areas

Transaction Pro-
cessing Performance
Council

Benchmarks for Big Data Systems

Specification of TPC Express,
Benchmark™ for Hadoop system
and the related kit

THM Forum

Enable enterprises, service providers and
suppliers to continuously transform in
order to succeed in the digital economy

Share experiences to solve critical
business challenges including IT
transformation, business process
optimization, big data analytics,
cloud management, and cyber
SECUrity.




The role of Engineering Standards
Governance/Management standards

e.g. ISM000 family- Qualitymanagement

P2413.1- Standard for a Reference Architecture for Smart City (RIS$&ted 2018]

Started 2017




The role of Engineering Standards
Ethic related standards

The IEEE Global Initiative on Ethics of Autonomous
and Intelligent Systems

An incubation space for new standards and solutions, certifications and codes of conduct, and consensus buliding for ethical
Implementation of intelligent technologles

ETHICS/INACTION > | Rilonomeus and intaligent systems < IEEE IEEE P70xx Standards P roj ects
D e R IEEE P7000: Model Process for Addressing Ethical Concerns During System Design

IEEE P7001: Transparency of Autonomous Systems

IEEE P7002: Data Privacy Process

IEEE P7003: Algorithmic Blas Considerations

IEEE P7004: Child and Student Data Governance

IEEE P7005: Employer Data Governance

IEEE P7006:; Personal Datz Al Agent Working Group

43008ESS ¢ é.%/ DeS/gn/ IEEE P7007: Ontological Standard for Ethically Driven Robotics and Automation Systems

IEEE P7008: Ethically Driven Nudging for Robotic, Intelligent and Autonomous Systems

CONVENTION

IEEE P7009: Fall-Safe Design of Autonomous and Semi-Autonomous Systems
IEEE P7010: Wellbeing Metrics Standard for Ethical Al and Autonomous Systems
— = IEEE P7011: Process of Identifying and Rating the Trustworthiness of News Sources

IEEE P7012: Standard for Machines Readable Personal Privacy Terms




Algorithmic systems are socio-technical

Algorithmic systems do not exist in a vacuum

They are built, deployed and used:
> by people,
> within organizations,
> within a social, political, legal and cultural context.

The outcomes of algorithmic decisions can have significant impacts on real, and
possibly vulnerable, people.




Algorithmic transparency and accountability

THIS 15 YOUR MACHINE LEARNING SYSTETM?
YUP! YOU POUR THE DATA INTO THIS BIG
PILE OF LINEAR ALGEBRA, THEN (OLLECT
THE ANSLJERS ON THE OTHER SIDE.
T T\ wnnnrmamsmmsumns?)
: : 1.8 n‘ convolut
s\ e A \\ JUST STIR THE PILE UNTIL
| A comolation _ wonempire MO 1 THEY START LOOKING RIGHT

feature extraction classification

Supervised learning based Machine Learning
= Computationally intensive statistics with
implicitly defined optimisation criteria




Related Al standards activities

ISO/IEC JTC 1/SC 42 Atrtificial Intelligerstarted spring 2018
-SG 1 Computational approaches and characteristics of Al systems

- SG 2 Trustworthiness

- SG 3 Use cases and applications

- WG 1 Foundational standards

Jan 2018 China published “Artif
White Paper.?’
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I[EEE P7003: Algorithmic Bias Considerations

All nontrivial® decisions are biased

We seek to minimize bias that Is:
o Unintended

> Unjustified
- Unacceptable

as defined by the context where the system is used.

*
Non-trivial means the decision space has more than one possible outcome and the choice is not

uniformly random.




Causes of algorithmic bias

o Insufficientunderstanding of the context of usewho will be affected?

o Failureto rigorously identify thadecision/optimization criteria.
o Failureto have explicit justifications for the chosen criteria.

o Failureto check if the justifications are acceptable in the context where the
systemis used.

0 Systennot performing as intended- implementation errors; unreliable input
data.




Examples of algorithmic bias

I'wo Shoplifting Arre

JAMES RIVELU ROBERT CANNON

Price Oftenses Prioe Offense
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‘Coded Gaze’

Failure to consider user groups

Face recognition algorithms built and tested using easily accessible examples
US university students.

Sampling bias for WEIR@ljite Educated Industrialized Rich Democratic)

You have 9 attempts left

Check the photo reguirements,

Read more about conmmon photo problams and

fter your tenth attempt you will need 1o
gain and re-enter the CAPTCHA security

check,
Refersnce number: 20161206-81
Fllename: Untitled. jpg

If you wish to contact us about the photo, you




Reproducing human/historical bias

Laws and regulations are often aspirational (e.g. gender equality rules)

MachineLear ning requires | arge, rel 1 abl e

Training on historical databases reproducing historical bias.

Bias in datasets can be reduced by targeted sampling/erghting and other
methods.




Confirmation Bias

Feedback loops can distort evidence about the success of algorithmic predictions

I Observed date|—>| Algorithmic systen|—> ;;gﬁ?‘ rfri]lC(t)llj)tr;) llj)tased or

A

I Observation affected by algorithm outpL|1




Multiple-mutually exclusive definitions of
fair / biased

Which measure of bias is most appropriate depends on the context of use

Not everyone will agree with the chosen measure

Communicate which choice was made and why




COMPAS Recidivism risk prediction

not-biased, but still biased

COMPAS recidivism prediction tool

Estimates likelihood of criminals-céfending in future

> Producers of COMPAS made sure the tool produced similar accuracy rates for
white and black offenders

ProPublicanvestigation reported systematic racial bias in the
recidivism predictions




Accuracy rates vs.
False Positives and False Negatives
rates

When base rates differ, no solution can simultaneously achieve
similar rates of:
- Accuracy/Overall Misclassification

- False Negatives ol R i doioncar
S - [ Whnite defendant |
> False Positives i
50 | o—
Predicted Label 0 ]
g=1 =1 £
|~ Pl #yly=1) 20 L
‘§ I True positive False negative False ]
E = Negative Rate 20+
B P £ylu=-1)
2 False positive True negative ~ False 10
B = Positive Rate
Pg#ylg=1 | P #ylg=-1) Py # ) o | M ' ‘
False False Overall Human COMPAS Human COMPAS Human COMPAS
Discavery R.ate Omission Rate Misclass. Rate Accuracy Faise positive False negative




Complex individuals reduced to
simplistic binary stereotypes

Deep neural networks are more accurate than
humans at detecting sexual orientation from facial
images.

Contributors: Michal Kosinski, Yilun Wang
| THE CONVERSATION
Date created: 2017-02-15 04:37 PM | Last Updated: ]

New Al can guess whether you're gay or
straight from a photograph

D e e T T I R e )




Arkansas algorithmic Medicaid
assessment instrument

When introduced in 2016, many people with cerebral palsy had their care dramatically reeiibey
sued the state resulting in a court case.

Investigation in court revealed:

The algorithm relies on 60 answer scores to questions about descriptions, symptoms and ailments. A
small number of variables could matter enormously: a difference between a three instead of a four on a
handful of items meant a cut of dozens of care hours a month.

One variable was foot problems. When an assessor visited a certain person, they wrote that the person
di dn’t have anbyecfaouwste ptrhoebyl ewresr e an amput ee and

Third-party software vendor implementing the system, mistakenly used a version of the algorithm that
didn’t account for diabetes |Issues.

Cerebral pal sy, wasn’t properly coded I n the a
people, mostly lowering their hours.

https://www.theverge.com/2018/3/21/17144260/healthcarmmedicaidalgorithm-arkansascerebratpalsy
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Standardization process

Representative Timeline
From ldea to PAR: 6 — 12 Months
From PAR to Standard: 2 — 4 Years
Maintenance: At most 10 years

l Maximum of 4 years >
Project Develop IEEE-SA Publish
Approval — Draft Sponsor — Standards M
Ballot Standards
Process Standards Board
S (in Approval
Working Process
Groups)
Revise Standard < Maximum of 10 years
o Withdrawn Standard
Conclusion: It is very long and complicated process! ©
1% |EEE Big Data Initiative Standards Workshop (BDISW), Gaithersburg, MD, 11/02/15 ., _..,_.;._./ IEEE
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