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Digital footprint of modern society 
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Digital footprint of modern society 
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Standards Development Organisations 
(SDOs) 

 e.g. ETSI, CEN-CENELEC, ISO, IEC, W3C, ITU-T and IEEE 
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The role of Engineering Standards 
Technical interoperability standards 
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Compatibility standards in IoT 

https://www.iso.org/files/live/sites/isoorg/files/developing_standards/docs/en/big_data_report-jtc1.pdf 



The role of Engineering Standards 
Governance/Management standards 

 e.g. ISO 9000 family - Quality management 

  

 P2413.1 - Standard for a Reference Architecture for Smart City (RASC) [Started 2018] 
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Started 2017 



The role of Engineering Standards 
Ethic related standards 
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Algorithmic systems are socio-technical 
 Algorithmic systems do not exist in a vacuum 

 They are built, deployed and used: 
◦by people, 

◦within organizations, 

◦within a social, political, legal and cultural context. 

 

 The outcomes of algorithmic decisions can have significant impacts on real, and 
possibly vulnerable, people. 

 



Algorithmic transparency and accountability 

9 

Supervised learning based Machine Learning 
 = Computationally intensive statistics with 
     implicitly defined optimisation criteria 



Related AI standards activities 
 ISO/IEC JTC 1/SC 42  Artificial Intelligence – started spring 2018 
◦SG 1   Computational approaches and characteristics of AI systems 

◦SG 2   Trustworthiness 

◦SG 3   Use cases and applications 

◦WG 1  Foundational standards 

 

 

 Jan 2018 China published “Artificial Intelligence Standardization 
White Paper.” 
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IEEE P7003: Algorithmic Bias Considerations 
 All non-trivial* decisions are biased 

 We seek to minimize bias that is: 
◦Unintended 

◦Unjustified 

◦Unacceptable 

 as defined by the context where the system is used. 

  
*Non-trivial means the decision space has more than one possible outcome and the choice is not 
uniformly random. 



Causes of algorithmic bias 
o Insufficient understanding of the context of use. – who will be affected? 

 

o Failure to rigorously identify the decision/optimization criteria. 
 

o Failure to have explicit justifications for the chosen criteria. 
 

o Failure to check if the justifications are acceptable in the context where the   
   system is used. 
 

o System not performing as intended. – implementation errors; unreliable input  
   data. 



Examples of algorithmic bias 
  



‘Coded Gaze’  
Failure to consider user groups 

 Face recognition algorithms built and tested using easily accessible examples – 
US university students.  

 Sampling bias for WEIRD (White Educated Industrialized Rich Democratic)  

Joy Boulowimi - Algorithmic Justice League - https://www.ajlunited.org/ 



Reproducing human/historical bias 
Laws and regulations are often aspirational (e.g. gender equality rules) 

 Machine Learning requires large, reliable, ‘ground truth’ data. 

 Training on historical databases reproducing historical bias. 

 Bias in datasets can be reduced by targeted sampling, re-weighting and other 
methods. 



Confirmation Bias 
Feedback loops can distort evidence about the success of algorithmic predictions 

Algorithmic system 
Human action based on 
algorithm output 

Observed data 

Observation affected by algorithm output 



Multiple-mutually exclusive definitions of 
fair / biased 
 Which measure of bias is most appropriate depends on the context of use 

 Not everyone will agree with the chosen measure 

 Communicate which choice was made and why 



COMPAS Recidivism risk prediction 
not-biased, but still biased 

 COMPAS recidivism prediction tool 

 Estimates likelihood of criminals re-offending in future 
◦Producers of COMPAS made sure the tool produced similar accuracy rates for 

white and black offenders 

 ProPublica investigation reported systematic racial bias in the 
recidivism predictions 

https://www.propublica.org/article/how-we-analyzed-the-compas-recidivism-algorithm 



Accuracy rates vs.  
False Positives and False Negatives 
rates 

 When base rates differ, no solution can simultaneously achieve 
similar rates of: 
◦Accuracy/Overall Misclassification 

◦False Negatives 

◦False Positives 



Complex individuals reduced to  
simplistic binary stereotypes 
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Arkansas algorithmic Medicaid 
assessment instrument 

 When introduced in 2016, many people with cerebral palsy had their care dramatically reduced  – they 
sued the state resulting in a court case. 

 Investigation in court revealed:  

 The algorithm relies on 60 answer scores to questions about descriptions, symptoms and ailments. A 
small number of variables could matter enormously: a difference between a three instead of a four on a 
handful of items meant a cut of dozens of care hours a month. 

 One variable was foot problems. When an assessor visited a certain person, they wrote that the person 
didn’t have any foot problems — because they were an amputee and didn’t have feet. 

 Third-party software vendor implementing the system, mistakenly used a version of the algorithm that 
didn’t account for diabetes issues.  

 Cerebral palsy, wasn’t properly coded in the algorithm, causing incorrect calculations for hundreds of 
people, mostly lowering their hours.  

  

  
https://www.theverge.com/2018/3/21/17144260/healthcare-medicaid-algorithm-arkansas-cerebral-palsy 
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